Generation of fate patterns via intercellular forces
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Studies of fate patterning during development typically emphasize cell-cell communication via diffusible signals. Recent experiments on monolayer stem cell colonies, however, suggest that mechanical forces between cells may also play a role. These findings inspire a model of mechanical patterning: fate affects cell contractility, and pressure in the cell layer biases fate. Cells at the colony boundary, more contractile than cells at the center, seed a pattern that propagates via force transmission. In agreement with previous observations, our model implies that the width of the outer fate domain depends only weakly on colony diameter. We further predict and confirm experimentally that this same width varies non-monotonically with substrate stiffness. This finding supports the idea that mechanical stress can mediate patterning in a manner similar to a morphogen; we argue that a similar dependence on substrate stiffness can be achieved by a chemical signal only if strong constraints on the signaling pathway’s mechanobiology are met.

Embryonic development depends on fate specification events in which initially equivalent cells differentiate in a spatially controlled manner [1–6]. A key example is neural induction: in the vertebrate ectoderm, a strip of cells assumes the neural plate (NP) fate as cells on either side differentiate into neural plate border (NPB) (Fig. 1(a)) [7–11]. In vivo, this NP-NPB pattern is thought to be induced primarily by the secretion of diffusible chemicals from adjacent tissues [8, 9]. Here, we show that in vitro experiments in the absence of such exogenous chemical gradients can be explained by a model where intercellular forces mediate the formation of the same pattern.

Recent experiments have probed the NP-NPB specification process in vitro (Fig. 1(b)) [11]: Human pluripotent stem (hPS) cell colonies bind to micro-patterned circular regions on elastic substrates. Treated with a spatially uniform neural induction medium, hPS cells near the colony center differentiate into NP; they are surrounded by a ring of NPB cells extending to the colony border (Fig. 1(b)). Since motion of individual cells is limited, patterned differentiation in these hPS cell colonies must rely on cells’ sensing their own position relative to the colony boundary [3, 11]. This differentiation does not depend on endogenous expression of BMP4 or NOGGIN, chemical signals relevant for establishing graded BMP signaling in vivo during neural induction [10, 11], but is affected by mechanical stretching. These findings suggest that mechanical stresses between stationary cells may act like a morphogen to generate NP-NPB patterning in vitro.

Inspired by these results, here we build a phenomenological model of NP-NPB pattern formation based on a coupling between mechanical pressure and cell fate. Our model is distinct from mechanical patterning models that require chemical advection [12, 13] or cell motion [14–16]. Although it shares some mathematical features with models of strain-activated contractility [15, 17], our model differs by explicitly considering cell fate and by operating in a parameter regime where it produces a single stationary NPB domain rather than traveling waves. In our model, intercellular forces act like a morphogen to determine the NPB domain size. The substrate’s mechanical properties, rather than biasing individual cells’ fates directly [18], control the intercellular propagation of information via forces [19, 20].

To model intercellular force transmission, we employ existing formalisms [21–23] that treat cell layers as thin, actively contractile elastic sheets bound to passive elastic substrates. Cell layers “leak” stress into the substrate as they deform it [21, 23]. In one dimension, on thin substrates, force balance couples the cell layer’s in-plane stress σ to the substrate displacement u as:

\[ \text{div } \sigma \propto u \Rightarrow l_i^2 \frac{d^2 \sigma}{dx^2} - h_c B_c P(x) = \sigma(x). \]  

(In two dimensions, the scalars σ and u become the tensor \( \sigma \) and vector \( \vec{u} \), respectively.) \(-h_c B_c P(x)\) is an active stress, with the target strain \( P(x) \) specifying the strain at which cells are stress-free [23]. \( h_c \) and \( B_c \) are cell height and elastic modulus, respectively, and \( l_i \) is a length scale set by a balance of the cell layer and substrate stiffnesses [20–25]; if the compliance of cell-substrate adhesions can be neglected, \( l_i^2 \) is inversely proportional to substrate stiffness [21–23].

To describe our system, we couple \( \sigma \) to a phenomenological fate variable w. Similar approaches to fate specification driven by chemical signals have had considerable success [26, 27]. Our model of mechanics-guided neural induction relies on two experimental observations: NPB cells are more contractile than NP cells, and ex-
FIG. 1. (a) Schematic of neural induction \textit{in vivo}. A strip of cells in the embryonic ectoderm differentiates into NP (red). Cells on either side form the NPB (cyan). (b) Schematic of neural induction \textit{in vitro}. hPS cells bind to circular regions of elastic substrate (tan). We stain for NP (red) and NPB (cyan). Black lines indicate Voronoi tessellations of nuclear positions before and after neural induction initiation. (c) Representative immunofluorescence images of colony at day 9. DAPI counterstains nuclei. PAX3 and PAX6 staining label nuclei of NPB cells and NP cells, respectively. Scale bar, 20 µm. (d) Schematic of cell-cell communication via forces. Edge cells generate contractile forces (black arrows), perceived by other cells, which in turn respond by forming a fate pattern. Importantly, cell-substrate traction forces (magenta) shape the spatial pattern of intercellular forces. Cyan: size of NPB domain, extending beyond outermost cell.

tensile stress biases cells to the NPB fate [11]. These findings imply that our equations have couplings whose signs are inconsistent with a Turing-like, linear instability [5, 28]; instead, we propose that NPB domain formation is driven by forces from highly contractile cells at the colony boundary [29, 30]. Our model reproduces the observation that the NPB domain width is insensitive to colony diameter and correctly predicts that this width depends non-monotonically on substrate stiffness.

\textit{Evidence for fate-stress feedback.} To study the patterning of NP and NPB, we seed hPS cells on an elastic substrate or on a micropost array with circular micropatterned regions and induce neural differentiation as described [11]. Since BMP-SMAD and WNT signaling are known to play a role in neural induction [7], we initiate differentiation by supplying a medium that contains dual SMAD inhibitors [11, 31], supplemented with a β-catenin stabilizer that activates WNT [32, 33]. We label NP and NPB cells by immunostaining nuclei for PAX6 and PAX3, respectively (Fig. 1(c)) [11].

Based on our hypothesis that coupling fate to mechanical stimulus could generate patterning, we test experimentally whether cell fate regulates active stress and whether mechanical stress regulates fate. To quantify how cell fate influences active stress generation, we measure contractile forces exerted by cells on the substrate using a micropost force sensor (Fig. 2(a-d)) [11, 23, 34–36]. Averaging radial post deflections at a given distance from the colony center, we determine which regions of
FIG. 3. (a) Schematic of differentiation from unstable cell state (gray) to stable cell state (red or cyan). (b) Feedback diagram for fate $w$ and $tr(z)$. (c) Square root of cell area versus radial coordinate. In neural induction medium (DSI) and in conditioned medium (CM), cell area is large near colony boundary (magenta line) relative to colony bulk. (d) Colony, immuno-stained for DAPI (green) and E-Cad (magenta), at day 3 in DSI. White circle: micropatterned colony edge. (d') Same colony as in (d) with tessellation over nuclei. Colony diameter, 400 $\mu$m. (e, f) Initial condition (e) and fixed point (f) for the model (Eqs. 2–4). All parameters, except for $\alpha$ and $w_{\text{mid}}$ (Table S6 [37]) are from a fit to micropost data in Fig. 2(a-c). We plot target strain (left), post displacement (center), and stresses (left). Initially, outermost cell, which has large area, is contractile (cyan background). Highly contractile cells at colony boundary generate stress in neighbors. The fate boundary (between cyan and red, e-f) moves inward until stress at fate boundary reaches coexistence stress.

we stretch the colony central region during differentiation. Stretching biases the central region to be PAX3+ (i.e., positive for PAX3 expression) rather than PAX6+ (Fig. 2(e)); similarly, when constrained to larger areas, single cells more often show prominent nuclear p-SMAD 1/5 (another marker of NPB fate) [11]. Micropost and stretching experiments thus reveal that NPB cells are more contractile than NP cells and that stretching biases cells to the NPB fate.

**Phenomenological model of mechanical fate patterning.** Because we are interested in a binary fate decision, it is natural to map fate to a single variable $w$ evolving in a bistable potential with minima corresponding to NP ($w \approx 0$) and NPB ($w \approx 1$) (Fig. 3(a)) [27]. In the spirit of including all allowed couplings at the lowest order, we make two additional simplifying assumptions: (1) active stress is proportional to $w$, $P(r) = \bar{P}w(r)$; and (2) me-
mechanical pressure \((-\text{tr}(\sigma))\) linearly biases \(w\). Thus,

\[
tau_w \frac{\partial w}{\partial t} = f(w, \text{tr}(\sigma)) + D_{\tau w} \nabla^2 w = \frac{\partial f(w, \text{tr}(\sigma))}{\partial w} \frac{\partial w}{\partial t} + D_{\tau w} \nabla^2 w \tag{2}
\]

\[
f(w, \text{tr}(\sigma)) = w(w - w_{\text{mid}})(1 - w) + \alpha(\text{tr}(\sigma) - \sigma^*) \tag{3}
\]

Here \(\alpha > 0\) and \(\bar{P} < 0\) are constant. The signs of all couplings are determined by the micropost data and the stretching data, together with the assumption of bistability (Fig. 3(b)). \(\tau_w\) is the time scale of fate evolution, and \(w_{\text{mid}}\) determines the asymmetry of the potential in the absence of stress feedback (Fig. 3(a)). \(\sigma^*\) is a constant that sets the width of the NPB domain. To regularize spatial variation of \(w\), we introduce a diffusion term in Eq. (2): \(\sqrt{D_{\tau w}}\) determines the width of the NP-NPB boundary. We impose no-flux boundary conditions on \(w\) at the free boundary to avoid artificially driving pattern formation in a stress-independent manner.

To calculate the in-plane mechanical stress, we generalize Eq. (1) for a contractile cell layer on a thin substrate to more than one dimension [37]:

\[
0 = l_1^2 \nabla^2 \sigma_{\text{smooth}} - \sigma_{\text{smooth}} - \left(1 + \nu \right) \frac{h \nu B_c \bar{P} w}{2}, \tag{4}
\]

where \(\nu\) is the Poisson’s ratio of the cell layer and \(\sigma_{\text{smooth}} = \text{tr}(\sigma) + \frac{h \nu B_c \bar{P} w}{2}\). We assume that the normal component of \(\sigma\) vanishes at the free boundary.

Since the fate-stress couplings are of common sign in our model (Fig. 3(b)), it does not exhibit any Turing-like, linear instability [5, 28]. Instead, we hypothesize that formation of an NPB domain is driven by mechanical signals from cells at the edge of the colony, which are known in related systems to sense the colony boundary and thereby to develop distinct properties [29, 30, 38–40]. Indeed, immunostaining of nuclei and adherens junctions during differentiation reveals that boundary cells spread to a larger area per cell than bulk (i.e., non-boundary) cells (Fig. 3(c-d’)). The region of boundary cells coincides with the outermost region of highest cell contractility whose existence we inferred from micropost measurements (Fig. 2(c), see Section 3 of [37]). We introduce boundary inhomogeneity by making the factor relating contractility to cell fate depend on position:

\[
\bar{P}(r) = \bar{P}_1 + (\bar{P}_2 - \bar{P}_1) \Theta(r - (r_0 - \Delta r)), \tag{5}
\]

where \(\bar{P}_2 < \bar{P}_1 < 0\) are constants, \(r_0\) is the colony radius, \(\Delta r\) is the radial extent of the boundary cells, and \(\Theta\) is the Heaviside step function.

With this choice of \(\bar{P}(r)\), a ring of highly contractile cells at the colony boundary generates in-plane stresses in neighboring cells (Fig. 3(e)), which are then driven to increase their own \(w\), upregulating their contractility. The fate boundary moves inward until the stress at the fate boundary equals a coexistence stress proportional to \(\sigma^*\) that must fall within a particular range in order for a stable pattern of both NP and NPB to exist (Fig. 3(f)). We can analytically determine the position of the fate boundary in the limit that the fate boundary is much sharper than \(l_1\), i.e., \(D_{\tau w} \ll l_1^2 [37, 41–43]\).

Our phenomenological model, based on experimentally motivated assumptions, reproduces measured traction forces (compare example in Fig. 2(c) to Fig. 3(f)). To further test the model, we next compare its predictions for the NPB domain width as a function of key parameters with experiments.

**NPB domain width does not depend on colony diameter, depends non-monotonically on substrate stiffness.** We previously reported that, as the colony diameter varies from 300 μm to 800 μm, the width of the NPB domain does not change significantly (Fig. 4(a, b)). Our model recapitulates this approximate independence of NPB domain width on colony diameter. (See [37] for the extension of our model to allow for a finite substrate thickness that we use to generate the model predictions in Fig. 4).

We next consider how NPB domain width varies with substrate stiffness. Because the length scale \(l_1\) depends inversely on substrate stiffness, we might expect that the NPB domain grows as the substrate becomes softer. Strikingly, however, our model instead predicts a non-monotonic dependence of NPB domain size on stiffness (Fig. 4(c)). This behavior arises because, although the stress exerted by the contractile boundary cells decays exponentially away from the boundary with a lengthscale that decreases as the substrate becomes stiffer, the prefactor in front of this exponential decay instead increases along with substrate stiffness; for example, for the simplified case of a delta function stress source in one dimension, we would have \(\sigma(x) \sim (1/l_1)e^{-x/l_1}\). (A similar effect is at the origin of a previously reported prediction that the force between cells in a monolayer can vary nonmonotonically with substrate stiffness [20].)

Experiments confirm our model’s prediction of a non-monotonic dependence on substrate stiffness (Fig. 4(c, d)). As the substrate stiffness decreases from 3 MPa to 30 kPa at a constant colony diameter of 400 μm, the NPB domain width increases from \(\approx 40 \mu m\) to \(\approx 100 \mu m\) before decreasing to \(\approx 25 \mu m\).

**Discussion.** In this paper, we have argued that mechanical stress may act like a morphogen, patterning cell fates in a position-dependent manner, in some hPS cell systems [44–47]. In particular, we find experimentally that the width of the NPB fate domain in our colonies depends non-monotonically on the substrate stiffness, as predicted by a model with a mechanical morphogen. In agreement with this picture, micropost deflection measurements indicate that the magnitude of the in-plane mechanical stresses in our colonies is comparable to stresses that have been shown to induce mechanotransduction responses in other systems [48].

Nonetheless, it is important to ask whether the ob-
erved non-monotonic dependence on substrate stiffness could also be produced by a conventional morphogen (most likely a member of the WNT family [7]). Morphogen concentrations of course usually obey a screened diffusion equation like Eq. (1) (with $\sigma$ replaced by the morphogen concentration). Thus, if cells responded autonomously to changes in substrate stiffness by varying the diffusion length in an appropriate way, this would lead to behavior like that observed in Fig. 4(c). One obvious way for cell-autonomous changes to affect the diffusion length would be for rates of ligand internalization and degradation to depend on the substrate stiffness sensed by the cells. Importantly, however, this dependence would have to be very strong to reproduce our experimental results; we estimate that the ligand degradation rate would need to vary by at least a factor of 100 over the range of stiffnesses tested. Thus, although we cannot categorically rule out a non-mechanical origin for our observations, we can say that any signaling by a diffusible morphogen that mimicked the predictions of the mechanical model would have to obey strong and specific constraints. Direct tests of such an alternative mechanism await further investigation.

Finally, it is worth emphasizing that, whereas chemical morphogens do not necessarily play a role in our in vitro experiments, BMP proteins almost certainly are an important factor in the NP-NPB fate decision in vivo [8–10, 45]. To fully understand the functional importance of the mechanical effects uncovered here, it will be necessary to tease out how mechanical factors interact with diffusible morphogens in vivo to promote robust patterning and morphogenesis.
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[37] See Supplemental Material at [URL will be inserted by publisher] for estimation of in-plane stress in colonies, estimation of cellular mechanical properties, simulations of tissue patterning on substrates of finite thickness, and...
calculations based on the domain-wall approximation.


